MATH11400 Statistics 1 2010-11

Homepage http://www.stats.bris.ac.uk/%7Emapjg/Teach/Stats1/

Solution Sheet 6

1. (a) From your Parametric Families summary sheet (2.1 mdbats), EX) = 6/2 and
Var(X) = #%/12. ThusE(X) = E>. X;/n) = Y. E(X;)/n = nd/2n = /2 = 7, SO
biag X) = E(X — 6/2) = E(X) — /2 = 0, soX is unbiased as an estimatornof
Also Var(X) = Var(>_ X;/n) = Y Var(X;)/n? = nb?/12n* = 0%/12n. Thus, as an
estimator of the population median= 60/2, the method of moments estimator has mean
square error msgX) = Var(X) + biag X)? = 6%/12n + 0 = 6*/12n.

(b) HereE(Y) = foe yfy(y; 0)dy = foe ny"/0"dy = [ny™*t/(n+1)0"§ = nd/(n+1). Thus
E(7me) = E(Y/2) = n0/2(n+1) and biasE(7mie) = E(Tme—0/2) =nb/2(n+1)—0/2 =
—0/2(n+1).

2. (a,b) I calculated the sample meaand the maximum likelihood estimafie= 1/z for each
sample with the commands:
> sample.mean <- apply(xsamples,1,mean)
> theta.mle <- 1l/sample.mean
| used the commandummary(theta.mle) to check the range of values in the ar-
ray theta.mle  and decided to start the cell break points at O, finish at 4,reave cell
widths of 0.1. The following commands then produced theolgistm shown below, where
probability = T gives a histogram of the normalised relative frequencies &pprox-
imating the probability density function) rather than tloéat counts. Since the process is
random, your histogram may look slightly different, but theerall features should be the
same.
> hist(theta.mle, probability=T,
+ breaks=seq(0,4,0.1),ylim=c(0,1.5), xlab="",
+ main="Histogram of maximum likelihood estimates")

Histogram of maximum likelihood estimates
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(c) Recall from Probability 1 that the median of a continuoiggrdbution is the valué such
that Fx (€) = 1/2,i.e.£ = F'(1/2). For the Expf) distribution, X takes values irf0, o)
and on this sefy(z) = 1 — e~% with inverseFy'(y) = —log(1 — y) /6, so the population
median ist = F'(1/2) = —log(1 —1/2)/6 = log(2) /9.

To calculate the sample median and the maximum likelihodiinate of the population
medianT(0) = log(2)/60 | used the commands:



> sample.median <- apply(xsamples,1,median)

> mle.median <- log(2)/theta.mle

To produce an annotated boxplot of the values of the samptkamend the values of the
mle of the population median | used the commands:

> boxplot(sample.median, mle.median,

+ names=c("Sample median","mle of pop median"),

+ main="Estimators of the population median - Exp(1)")

(d) To add a horizontal dashed line at heiglf(2) to the plot | used the command:
> abline(h=log(2), Ity=2)

The boxplot shows that the distribution of the sample medarentered (i.e. has its me-
dian) on the true population median, whereas the medianeofligtribution of maximum
likelihood estimates gives a slight systematic undemeste of the true population median.
However, the variability of the maximum likelihood estiraas clearly a lot smaller than
that of the sample median, so overall the maximum likelihesiiimate is likely to be much
closer to the true value of the population median than thepamedian.

Estimators of the population median — Exp(1)
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(e) The true value of the population medianldg(2) = 0.6931. The sample mean and
variance of the 1000 maximum likelihood estimates and tf®Xample medians are given
in the table below. We can approximate the bias of the estirnatith the commands

> mean(mle.median-log(2))

> mean(sample.median-log(2))

and their mean square error (mse) with the commands

> var(mle.median) + (mean(mle.median-log(2)))"2

> var(median) + (mean(median-log(2))) 2

Note that the outliers affect the mean of the sample mediansush that it is further away

from the true population median than the mean of the mlesn tha@ugh the median of the

mles was further away from the population median than theianeaf the sample medians.

Overall, we see from the table that the mle has substansiaibller mean square error (mse)
than the sample median, mainly because of its smaller v@jand for that reason, the mle
would be preferred to the sample median as an estimator.

approximate
Estimators of the population mediai€mmean  bias variance mse
mle | 0.6845 -0.0086 0.0463 0.0463
sample median 0.7440 0.0509 0.0934 0.0960




3. Fori =1,...,10, let X; denote the outcome of thith toss, saX; = 1 if a head is obtained
andY; = 0 if a tail is obtained. Then th&; are 10 independent Bernoulli(1/2) random
variables, and the total number of heads is jlist Zilil X

(@) From your Probability noted has a Binomial(10,1/2) distribution. Thus the exact
probabilities forA and B are given by

P(A) = P(T<1) = P(T=0)+P(T=1)=(3)"+10(5)"° = 0.0107.
P(B) = P(T>6) = 3,0 P(T =k) = (210 + 120 + 45 = 10 + 1)(3)'° = 0.3770.

(b) If Xq,...,X, are i.|.d. random variables with mean; and variancer%, then the
corollary to the central limit theorem says that the apprate distribution ofX; +- - -+ X,

is N(n,ux,nO'X) HereE(X;) = 1/2, Var(X;) = 1/4 andn = 10. Thus the dlstrlbutlon of
T =X, + -+ Xy is approximatelyV (5,5/2) and so(T" — 5 /\/_ 2 has approximately
the same distribution as ~ N(0,1).

Applying the central limit theorem without any continuityrcection we get

P(T<1) = —5/\/ 5/2<(1=5)/1/5/2) ~ P(Z < —2.5298)
= c1>( 2.5298) = 1 — ®(2.5298) = 1—09943 0.0057.
P(T>6) = —5/,/ 2> (6—15)/1/5/2) ~ P(Z>0.6325)

= 1 — CI>(O 6325) = 0. 2635

(c) If X isinteger valued, then the continuity correction suggestsa better approximation
to P(X; +---+ Xy < k) isgiven byP(S < k+ 1/2), whereS ~ N(5,5/2), so
P(r<1) = P(X;+-+X,<1) ~ P(S<L15)
= P((S—5)//5/2<(1.5-5)/\/5/2) = P(Z < —2.2136) = 0.0134.
P(T>6) = P(X;+---+X,>6) ~ P(S>55)
= P((S—5)/\/5/2> (55-5)/1/5/2) = P(Z >0.3162) = 0.3759.
(d) The true probabilities ar@.0107 and0.3770. The approximations obtained using the
continuity correction {0134 and 0.3759) are appreciably better than the approximations
(0.0057 and0.2635) obtained without the correction. This is what we would estpsince
the sample size is small and the sunX; + - - - + X is integer valued.

4. (a) LetX be the number of parking places required by the residentsaridomly chosen
apartment. TherX can take valué), 1 or 2. The information in the question tells us that
P(X=2)=02P(X=1)=07andP(X =0) =0.1. ThusX has meanyx = E(X) =
(2x0.2)+(1x0.7)+(0x0.1) =1.1.

In a very similar wayE(X?) = 1.5, so X has variance? = E(X?) — [E(X)]*> = 0.29.

(b) If we assume the demands of the residents of the 200 apatdrare independent, then
the total demand i§’, whereT = X; + --- + X,,, n = 200, and X, X, ..., X,, are
independent random variables with the same distributioX’ arom (the corollary to) the
central limit theorem, the distribution & is approximatelyN (nux,no%). Herenuyxy =
220 andno? = 58, soT is approximatelyV (220, 58).

The event that there are not enough parking places to satsfiand corresponds {@" >
230}. SinceT is integer valued we use a continuity correction. Ket- N(220,58), then
P(T > 230) ~ P(S > 230+ 1/2) = P((S — 220)/v/58 > (230.5 — 220)//58) = P(Z >
1.3787) = 1 — ®(1.3787) = 0.0840.

Without the continuity correction, the approximation icalied by the central limit theorem
gives givesP(T > 230) ~ P((S — 220)//58 > (230.5 — 220)/+/58) = P(Z > 1.3130) =

1 — ®(1.3130) = 0.0946.

Since to havé’(Z > z) = 0.01 implies that: = 2.3263, according to the first approximation
we needk places wherék + 0.5 — 220)/+/58 > 2.3263, i.e. k > 238.
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5. LetX;, X, X3,. .. beindependent random variables with.X; = 1) = 0.37 = 1 - P(X; =
0). Thus eachX; has the same distribution aswhereX ~ Bernoulli(0.37), withE(X) =
px = 0.37 andVar(X) = 6% = 0.37 x 0.63 = 0.2331.

Now letT,, = X; + --- + X,, be the total number in the sample that say they support the
government. Here = 1500. From the central limit theorem, the integer valued ¥.y.has
approximately the same distribution as the continuoussy,ywhereS,, ~ N (nux,no%) =
N(555,349.65) and(.S,, — 555)/+4/349.65 has the same distribution &~ N(0,1)

ThenP(|T,/n — 0.37| < 0.02) = P(|T, — 555| < 30) = P(525 < T,, < 585) ~ P(525 —
0.5 < S, < 585+ 0.5) [with the continuity correction}= P(|(S, — 555)/v/349.65| <
30.5/1/349.65) = P(|Z| < 1.6311) = 2(1.6311) — 1 = 2(0.94857) — 1 = 0.89713.
The exact Binomial probability i9.89636. Without the continuity correction we would
approximateP(|7,,/n — 0.37] < 0.02) by P(525 < S,, < 585) = --- = 0.89137.

6. (@) LetZ = (U +---+Ujp) — 6, whereUy, ..., U, is aarandom sample of size 12 from a
U(0, 1) distribution. A random variabl& with U(0, 1) distribution has meaR(U) = uy =
1/2 and varianc&/ar(U) = o2 = 1/12. ThusE(Z) = 3.2 E(U) —6 = (12x1/2) =6 =0
andVar(Z) = 3.}% Var(U;) = (12 x 1/12) = 1.
(b) I used the following commands R Note that, to stop the graph of the Normal density
going off the top of my histogram, | need to specify the hemjtthe y-axis in my histogram
with the sub-commanglim=c(0,0.37)

> unif.dat <- runif(12000)

> unif.mat <- matrix(unif.dat,nrow=1000)

> unif.sum <- apply(unif.mat,1,sum)

> z.sample <- unif.sum - 6

> hist(z.sample, probability=T, ylim=c(0,0.4),

+ main = "Histogram of Z values")

> range <- seq(-3,3,0.01)

> lines(range, dnorm(range)) # pause to look at first plot
> ggnorm(z.sample)

> abline(0,1)

The resulting plots are shown below. The fit to the Normalriistion is quite good. You
could get a better idea of the detailed fit by specifying semaléll widths in your histogram
with a sub-command such aseaks = seq(-4,4,0.1) - where you would need to
adjust these limits if any of your values were outside the ran@e4, 4).

Histogram of Z values Normal Q-Q Plot
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